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Nuclear Reactors and HPC Datacenters



Nuclear microreactors are coming! HPC are expected end-users

DOI: https://doi.org/10.1080/00295450.2022.2118626S1

Small size
May be mobile
Produce <10 MWe
Operate Autonomously
Refueling interval as much as 10 years
Load follow limited ( < 10%/minute )

MARVEL is an example of a prototype 
microreactor



Marvel Microreactor at Idaho National Laboratory

Under construction at INL
Expected output: 50 kWe
Ready ~2026



eVinci Microreactor
Westinghouse
5 MWe 
8+ year fuel cycle
No water required for operation
Above ground installation

https://www.westinghousenuclear.com/flysheet-directory/evinci-microreactor-the-next-generation-nuclear-research-reactor



Mobile Datacenter

Self-contained system for HPC

Bard B-410A/@36H Wall-Mount 
Heat Pump with 3 Tons cooling 
capacity

3 compute racks

UPS



Provide nuclear energy modeling and simulation via open source frameworks 



INL High Performance Computing Resources

Lemhi

• NSUF HPC systems support a wide range of users and 
programs as a shared-use resource for national laboratories, 
universities, and industry

• WindRiver (2024)
• 843 nodes, 94,416 cores
• Arriving 23 Sep 2024

• Bitterroot (2024)
• 374 nodes, 41,888 cores
• Powered on 16 April 2024

• Sawtooth (2020)
- 6 Petaflops performance
- 2,079 compute nodes, 99,972 compute cores
- #37 on November 2019 TOP500 list
- Open for users: 17 March 2020

• Lemhi (2018)
− 1 Petaflop performance
− 504 compute nodes, 20,160 compute cores
− #427 on November 2018 TOP500 list
− Open for users: 28 Feb 2019

Sawtooth
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Bitterroot



Butterfly-Valves and Nuclear Reactors
• Each PWR reactor has 

about 1500 valves; 
simulating their behavior 
(and failure) is common in 
nuclear energy

• Example PWR butterfly 
valve:

• = 0.9144m (36 in) across



STAR-CCM+ Results



MOOSE Framework

• MOOSE is an open-source multi-
physics simulation environment

• Relies on MVAPICH2
• Pros:

− 100% open-source!
− Easy to learn
− Well documented
− Can be easily containerized
− Makes simulations easy to 

reproduce



MOOSE Pipeline: Meshing

• Meshing was performed using 
Cubit

• MOOSE requires conformal 
meshes





Butterfly-Valve Performance Factors



Challenges

Performance issues with 
MOOSE sparse communication 
routines impacting application 
performance 



Challenges

• Nuclear Energy modeling and simulation requires extensive verification and validation
• Most applications are being containerized via apptainer
• Long term guidelines needed for supporting mvapich with containers on hosts with IB and OPA; to 

provide a unified container that works for hosts with different fabrics 



Battelle Energy Alliance manages INL for the U.S. Department of Energy’s Office of Nuclear Energy. 
INL is the nation’s center for nuclear energy research and development, and also performs research 

in each of DOE’s strategic goal areas: energy, national security, science and the environment.
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