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SDSC is one of the original NSF-funded 
Supercomputer Centers

• Established 1985 as one of original 
NSF-funded supercomputer 
centers

• Transitioned from General Atomics 
to UCSD in 1997

• 225 staff with diverse 
computational, HPC, operational 
and applications backgrounds.

• 12,000 sq. ft. main data center, 
5,000 sq. ft. secure data center 
(FISMA Moderate security level)

• 4 major supercomputers (Comet, 
GordonS, Popeye, Triton Cluster)

• ~15 petabytes capacity high 
performance storage systems

1985

Present



Overview
• Comet Hardware
• Applications Overview
• Singularity containerization on Comet
• MVAPICH2-GDR via containers
• Benchmark results: OSU, TensorFlow w/ Horovod
• Future system: Expanse
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Comet: System Characteristics 
• Total peak flops ~2.76 PF
• Dell primary integrator

• Intel Haswell processors w/ AVX2
• Mellanox FDR InfiniBand

• 1,944 standard compute nodes 
(46,656 cores) 

• Dual CPUs, each 12-core, 2.5 GHz
• 128 GB DDR4 2133 MHz DRAM
• 2*160GB GB SSDs (local disk)

• 72 GPU nodes
• 36 nodes with two NVIDIA K80 cards, 

each with dual Kepler3 GPUs
• 36 nodes with 4 P100 GPUs each

• 4 large-memory nodes
• 1.5 TB DDR4 1866 MHz DRAM
• Four Haswell processors/node
• 64 cores/node

• Hybrid fat-tree topology
• FDR (56 Gbps) InfiniBand
• Rack-level (72 nodes, 1,728 cores) full 

bisection bandwidth 
• 4:1 oversubscription cross-rack

• Performance Storage (Aeon)
• 7.6 PB, 200 GB/s; Lustre
• Scratch & Persistent Storage segments

• Durable Storage  (Aeon)
• 6 PB, 100 GB/s; Lustre
• Automatic backups of critical data

• Home directory storage
• Gateway hosting nodes
• Virtual image repository
• 100 Gbps external connectivity to 

Internet2 & ESNet 



Comet K80 node architecture

• 4 GPUs per node
• GPUs (0,1) and (2,3) can do P2P communication
• Mellanox InfiniBand adapter associated with second socket (GPUs 2, 3)



Comet P100 node architecture

• 4 GPUs per node
• GPUs (0,1) and (2,3) can do P2P communication
• Mellanox InfiniBand adapter associated with first socket (GPUs 0, 1)



Applications on Comet GPU Nodes
• Comet GPU partitions are typically the most busy ones on Comet, 

with a higher expansion factor than the regular compute nodes.

• The bulk of the usage is from the phylogenetic analysis code BEAST, 
a wide range of molecular dynamics, chemistry codes (AMBER, 
NAMD, GROMACS, LAMMPS, HOOMD-Blue), and photon tracking 
simulation code (IceCube project).

• Most of the MD codes can run multi-node with MPI or ibverbs based 
implementations. 

• Rapid growth in machine/learning deep learning applications. Large 
number of allocated projects (87 allocations, 50 institutions) across 
many disciplines. In aggregate they consume a small amount of the 
overall resource (~10-15% of the GPU time on Comet).



Singularity on Comet



Singularity: Provides Flexibility and Portability
• Singularity has been available on Comet since 2016 

and its become very popular on Comet.
• Singularity runs in user space, and requires very little 

user support – in fact it actually reduces the support 
load in most cases.

• Singularity allows groups to easily migrate complex 
software stacks and workflows to Comet.

Glotzer Lab
Univ. 
Michigan
HOOMD-Blue 
and other 
packages



Singularity Use Cases

• Applications with newer library OS requirements than 
available on  the HPC system – e.g. TensorFlow,  PyTorch, 
Caffe2 (SDSC staff maintain optimal versions for Comet).

• Commercial application binaries with specific OS 
requirements.

• Importing singularity and docker images to enable use in a 
shared HPC environment. Usually this is entire workflows with 
a large set of tools bundled in one image.

• Training – encapsulate all the requirements in an image for 
workshops and SDSC summer institute. Also makes it easy 
for users to try out outside of the training accounts on Comet.



Machine Learning/Deep Learning on Comet via Singularity
• Quite a few machine learning/deep learning applications on Comet 

are enabled via Singularity.

• Lot of these packages are constantly upgraded and the dependency 
list is difficult to update in the standard Comet environment.

• Install options
• Singularity image provides dependencies and user can compile actual 

application from source. e.g. PyTorch
• Entire dependency stack and the application is in the image. e.g Keras

with backend to TensorFlow and some additional python libraries

• Run options
• Most cases are run on single GPU nodes (4 GPUs at most)
• Multi-node runs are not common but we are starting to see requests 

=> look at MVAPICH2-GDR based options.



Typical usage on Comet
• Several frameworks available for developing, training, testing 

machine learning/deep learning models. 

• TensorFlow, PyTorch most commonly used on Comet system. 
Others include scikit-learn, Caffe2, Theano, MXNet.

• Both TensorFlow and PyTorch are available via Singularity on 
Comet (for optimized builds from source). Also have conda
based installs on the host (w/o Singularity).

• Currently most users run with single GPU node with 4 GPUs. 
However, there are a large number of ML/DL projects spinning 
up in the past year or two, with some requiring scale up.



MVAPICH2-GDR via Singularity Containers
• Installed in Singularity Container

• NVIDIA driver, CUDA 9.2 (this can alternately be pulled in 
via the --nv flag)

• Mellanox OFED stack
• gdrcopy library - kernel module is on the host system. 
• MVAPICH2-GDR (w/o slurm)
• TensorFlow (conda install)
• Horovod (pip installed)

• Other modifications:
• Wrap ssh binary in Singularity container to run remote 

commands via image environment (more on this next 
slide)



MVAPICH2-GDR Job Launch w/ Singularity Containers

• Use mpirun/mpirun_rsh on the host (external to 
the image) and wrap the executable/script in 
Singularity ”exec” command.

• Launch using mpirun_rsh within the Singularity 
image. 
• Needs ssh to be wrapped so that the remote command is 

launching in ssh environment
• ssh binary was moved in container, and then wrapped ssh

is used (to point to ssh + singularity command).



Benchmark Results
• OSU Micro-Benchmark results (both native and 

via Singularity):
• osu_latency
• osu_bw
• osu_allreduce

• HOOMD-Blue Benchmark
• TensorFlow (tf_cnn_benchmarks) with 

MVAPICH2-GDR
• Run using Singularity based install.
• Horovod



OSU Latency (osu_latency) Benchmark 
Intra-node, K80 nodes

• Latency between GPU 2 , GPU 3: 2.82 µs

• Latency between GPU 1 , GPU 2: 3.18 µs



OSU Latency (osu_latency) Benchmark 
Inter-node, K80 nodes

• Latency between GPU 2 , process bound to CPU 1 on both nodes: 2.27 µs
• Latency between GPU 2 , process bound to CPU 0 on both nodes: 2.47 µs
• Latency between GPU 0 , process bound to CPU 0 on both nodes: 2.43 µs



OSU Bandwidth (osu_bw) Benchmark 
Intra-node, P100 nodes



OSU Latency (osu_latency) Benchmark 
Inter-node, P100 nodes

• Latency between GPU 0 , process bound to CPU 0 on both nodes: 2.17 µs
• Latency between GPU 2 , process bound to CPU 1 on both nodes: 2.35 µs



MVAPICH2-GDR (v2.3.2) Results
Using Containerized Approach
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MVAPICH2-GDR (v2.3.2) Results
Using Containerized Approach
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MVAPICH2-GDR (v2.3.2) Results
Using Containerized Approach
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HOOMD-blue Benchmarks using MVAPICH2-GDR

• HOOMD-blue is a general-purpose particle simulation toolkit
• Results for Hexagon benchmark.

References:
• HOOMD-blue web page: http://glotzerlab.engin.umich.edu/hoomd-blue/
• HOOMD-blue Benchmarks page: http://glotzerlab.engin.umich.edu/hoomd-

blue/benchmarks.html
• J. A. Anderson, C. D. Lorenz, and A. Travesset. General purpose molecular 

dynamics simulations fully implemented on graphics processing units Journal of 
Computational Physics 227(10): 5342-5359, May 2008. 10.1016/j.jcp.2008.01.047

• J. Glaser, T. D. Nguyen, J. A. Anderson, P. Liu, F. Spiga, J. A. Millan, D. C. Morse, 
S. C. Glotzer. Strong scaling of general-purpose molecular dynamics simulations 
on GPUs Computer Physics Communications 192: 97-107, July 
2015. 10.1016/j.cpc.2015.02.028

http://glotzerlab.engin.umich.edu/hoomd-blue/
http://glotzerlab.engin.umich.edu/hoomd-blue/benchmarks.html
http://dx.doi.org/10.1016/j.jcp.2008.01.047
http://dx.doi.org/10.1016/j.cpc.2015.02.028


HOOMD-Blue: Hexagon Benchmark
Strong scaling on K80 nodes



TensorFlow Benchmark 
(tf_cnn_benchmarks)

• Interactive access to resources using ”srun”
• Get an interactive shell in Singularity image environment

singularity shell ./centos7mv2gdr.img
• Run benchmark using hosts (get list from Slurm)

export MV2_PATH=/opt/mvapich2/gdr/2.3.2/mcast/no-
openacc/cuda9.2/mofed4.5/mpirun/gnu4.8.5
export MV2_USE_CUDA=1
export MV2_USE_MCAST=0
export MV2_GPUDIRECT_GDRCOPY_LIB=/opt/gdrcopy/lib64/libgdrapi.so
export CUDA_VISIBLE_DEVICES=0,1
export MV2_SUPPORT_TENSOR_FLOW=1
$MV2_PATH/bin/mpirun_rsh -export -np 4 comet-34-16 comet-34-16 comet-34-
17 comet-34-17 python tf_cnn_benchmarks.py --model=resnet50 --
variable_update=horovod > TF_2NODE_4GPU.txt



Sample Output



Sample Output



TensorFlow Benchmark 
(GPU 0,1,2,3 on each node)



TensorFlow Benchmark 
(GPU 0,1 on each node)
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Expanse is a heterogeneous architecture designed for high 
performance, reliability, flexibility, and productivity



SDSC Scalable Compute Units 
(SSCU) (13)
• 56 Standard compute nodes
• 4 GPU nodes

Performance Storage
• 12 PB
• 140 GB/s
• Lustre
• Native IB

Object Storage
• 7 PB
• CEPH

Compute Nodes
• Two-socket, Intel Cooper Lake
• 256 GB DDR4
• 1 TB NVMe

GPU Nodes
• 4x V100/follow-on
• SMX2
• 32 GB GDDR
• 1.6 TB NV

Interconnect
• HDR 100
• Full bisection in an SSCU
• 3:1 oversubscription 

between SSCUs 

Expanse is a heterogeneous architecture designed for high 
performance, reliability, flexibility, and productivity

Large Memory Nodes
• 4  @ 2TB each



Summary
• MVAPICH2-GDR can support both HPC and ML/DL 

workloads on Comet.
• Can be run in a containerized environment providing 

software stack and OS flexibility.  No significant 
performance changes.

• Expect continued increase in adoption on upcoming 
system (Expanse) which features a GPU partition. 

• NSF Award# 1341698, Gateways to Discovery: Cyberinfrastructure for the Long Tail of Science 
PI: Michael Norman Co-PIs: Shawn Strande, Amit Majumdar, Robert Sinkovits, Mahidhar Tatineni
SDSC Project in Collaboration with Indiana University (led by Geoffrey Fox)

• NSF Award #1565336, SHF: Large: Collaborative Research: Next Generation Communication 
Mechanisms exploiting Heterogeneity, Hierarchy and Concurrency for Emerging HPC Systems
Collaborative project with OSU (Lead Institution, PI: DK Panda), OSC, SDSC, TACC
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Cyberinfrastructure for the Long Tail of Science 
PI: Mike Norman, CoPIs: Ilkay Altintas, Amit Majumdar, Mahidhar Tatineni, Shawn Strande



Thanks!
Questions: Email mahidhar@sdsc.edu
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