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Why containers?

• Verification and Validation:  Is my code running correctly still?  Is it passing all unit 
tests and giving the same results as my last few papers?

• Reproducibility:  Can I run my same application 10 years later?  Can I rebuild my 
container 10 years later?

• Portability across multiple supercomputer architectures:  Can I run the same 
container on multiple supercomputers with different networks and drivers without 
rebuilding and without sacrificing performance?

• Simplification: one environment, customized packages (independence from 
system administrators); make it easier on the user:  Can I work without needing 
intervention from the system administrator?

• Security (insulation against package versioning issues):  Does a security update 
on a supercomputer break my code?



Containers – Creation

Singularity

Docker

Others

Pull process

Library of containers



Create a container with def file
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Create a container – Reproduceable?
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Create a container – Reproduceable?
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Containers with MPI and IB – Two Approaches

• Hybrid
− System MPI
− Container MPI
− System IB
− Container IB

• Bind
− System MPI
− System IB

NOTE:
This requires the Host OS and 
Container OS to be compatible



Container Strategy

• There are three key components to the strategy:
− HPC application containers built via layers
− Key components are grouped into a single 

layer
− Each layer can be updated individually and
   reproducibly via local mirrors



Container Strategy – Assumptions

• Host systems will use a long-term support (LTS) 
version of drivers and/or software stacks when 
possible

• Host system administrators will install an ABI-
compatible version of MPI if one does not exist on 
the target system



Base Container Definition File



Base+ Container Definition File



Base++ Container Definition File



MPI + Base++ Container Definition File



Container Systems for Testing

Sawtooth Lemhi

Hoodoo

Galena



LULESH – Sawtooth

OpenMPI 4.1.4 MVAPICH2 2.3.5



LULESH – Lemhi and Hoodoo

Lemhi
OpenMPI 4.1.1

Hoodoo
OpenMPI 4.0.5



OSU MPI All-to-Allv 10 Nodes – Sawtooth

OpenMPI 4.1.4 MVAPICH2 2.3.5



OSU MPI All-to-Allv 10 Nodes – Lemhi and Hoodoo
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MCNP – Container vs Native Performance

Sawtooth
OpenMPI 4.1.4

Lemhi
OpenMPI 4.1.1



MVAPICH2 and MOOSE
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• Open-source finite element framework
− Basis for most nuclear modeling and 

simulation tools developed at INL

Multiphysics Object-Oriented Simulation Environment



MOOSE Container layers – outcome

• Utilizes the ”MPI + Base++” container as a 
base for continuous integration (non-HPC) 
and most HPC execution

• Improved reproducibility and portability
• Integrated into CI/CD for building workflows

− Reduced job builds to 20 per week, which 
are all automated

• Simplified build process



Conclusion

• This strategy has shown the following:
− Portability

• Across multiple supercomputer architectures
− Reproducibility

• Due to layers and local mirrors
− Traceability

• Def files only have most recent changes
− Simplification

• HPC staff only needs to focus on MPI ABI and interconnect series 
compatibility

− Security
• Insulation against host system updates



Questions?



Battelle Energy Alliance manages INL for the U.S. Department of Energy’s Office of Nuclear Energy. 
INL is the nation’s center for nuclear energy research and development, and also performs research 

in each of DOE’s strategic goal areas: energy, national security, science and the environment.
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