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• Introduction
• OpenFabrics Alliance (OFA) and libfabric

• History
• Libfabric architecture
• High-level comparison to Verbs and UCX

• Omni-Path and OpenFabrics
• History – PSM2
• Current - OPX

• Looking Ahead
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Who we are
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Intel eraQLogic / Cray 
era

Startup era
Cornelis Networks 

era
2000 2005 2006 2011 2012 2020

Intel acquires QLogic HPC 
and Cray ASIC in 2012 & 
launches Omni-Path 

ASIC team

HPCFounded in 
2000

Founded in 
2001

Technology built on ~$1B investment 
over 20 years

QLogic acquires startups in 
2006 & launches InfiniBand 




Acquired Intel Omni-Path business




Delivering complete networking solution




Supporting 500+ global deployments




Developing strong ecosystem support




Serving Government, 
Academic, Scientific, & 
Commercial segments 




Enhancing Omni-Path 
solutions with next generation 
development

SeaStar Gemini Aries
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Fully Integrated, Open, and Interoperable

Edge 
Switches

Director
Class 

Switches

Copper and 
Optical
Cables

End-to-end Interconnect Solutions

Host and 
Management 

Software

InfiniBand & 
Ethernet
Gateways

Adapters
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OpenFabrics Alliance (OFA) - 
Background
• Started in 2004 
• Advances the development of open-

source software for networking
• Support and maintain existing fabric 

technologies
• Develop for new emerging 

technologies and applications
• Works closely with other open-source 

communities to ensure adoption 
• Linux kernel, SNIA, DMTF

• Large body of promoters, adopters, and 
supporters
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OFA Background (cont.)
• Consists of multiple working groups

• OpenFabrics Management Framework Working Group 
(OFMFWG) develops management framework and 
interfaces

• Marketing Working Group (MWG)
• Fabric Software Development Platform Working Group 

(FSDPWG) – Works to ensure OFA is supported in the 
community

• OpenFabrics Interfaces Working Group (OFIWG) 
develops high performance fabric interfaces (libfabric)

• OFA Annual Workshop
• Typically in April; was in Columbus in ‘23

• Industry Alliance Program
© 2022 Cornelis Networks 7



OFIWG -- libfabric
• OFIWG Charter:

• Develop an extensible open source framework and interfaces aligned with upper layer protocols and 
application needs for high-performance fabric services

• Maximize impedance match between ULPs and network APIs
• Detailed analysis of MPI, SHMEM, and other programming paradigms to ensure APIs are well matched
• Additional work with storage, AI/ML/DL, databases, etc

• Designed from the ground up to be scalable and high-performance
• Scalable address resolution and storage via address vectors
• Optimized software path to hardware
• Agile development, frequent code releases
• Application-centric

• Networks/hardware exposed via “providers”
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Libfabric Architecture
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Control Services
• Interrogate the fabric for capabilities it can provide or the application needs
• fi_getinfo()

• Similar to getaddrinfo()
• Capabilities and mode structures

• Capability bits are desired features and services requested by the 
application
• FI_RMA, FI_TAGGED, FI_ATOMIC, FI_FENCE, etc

• Mode bits are used to convey requirements that an application must adhere 
to when using the given fabric
• Usually related to hardware limitations
• Size of context structure, buffered receives, keep header space available etc
• Application may see improved performance if it implements a feature
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Communication Services
• Setup communication between processes
• Multiple endpoint types

• Connection-less, unreliable datagram
• Reliable, connected
• Reliable, unconnected
• Scalable Endpoints – Consolidate hw resources in single sw resource

• Improved threading performance and reduce memory
• Utilizes address vectors
• Maps higher level addresses (e.g. MPI rank) to fabric specific addresses
• FI_AV_MAP – 64b address type. Direct map to hardware typically
• FI_AV_TABLE – Uses an index so minimal memory footprint, but requires lookup 

per message operation
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Completion Services

• Asynchronous completion support
• Counters

• Lightweight completion mechanism for data transfers
• Event queues

• Report completion of asynchronous operations
• Completion queues

• High performance queues for data transfer completions
• Optimized to report successful completions

• Poll set
• Providers using the host processor to progress data transfers via 

application thread
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Data transfer Services

•Supports multiple communication 
paradigms
•Message queues
• RMA
• Atomics
• Tag matching
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Libfabric vs Verbs
• Verbs API was not designed around HPC messaging
• Requires significant setup and memory for basic data movement
• Setup data structures, then use a generic send. 

• Loops over work requests, with multiple branches
• Then, nested loop over SGEs, with multiple branches

• Hundreds of lines of code, most of it not directly related to 
hardware
• Libfabric has much cleaner interfaces – no loops and more 

predictable branches
• Fewer lines of code, most of which are optimized paths to hardware
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Libfabric vs UCX
• Unified Communication Framework 

(UCF) has very similar goals to OFA
• Industry/partner support
• Multiple working groups/projects – UCX, UCC, 

OpenSNAPI
• Primarily used on IB and RoCE

• Unified Communication X (UCX) – similar to 
libfabric
• Both provide functionality needed for HPC 

application spaces
• UCX is point to point (UCC for collectives)
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Libfabric vs UCX 
(Philosophical/Opinion)
• UCX is very efficient for constructing HPC primitives used by ULPs (e.g. MPI/SHMEM)

• MPI tag matching, RDMA operations
• Simpler API
• Similar to internal mechanisms in OpenMPI/MPICH for interfacing with networks
• Uses callbacks

• Libfabric is more application centric
• Provides fabric communication services 
• More end point options – enables more use cases outside of traditional HPC spaces
• Sockets provider allows running almost anywhere
• Uses CQs or poll sets
• Threadsafe by default early on

• Both provide very similar performance benefits
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Omni-Path and OpenFabrics
• Omni-Path hardware originally utilized Performance Scale 

Messaging (PSM2) for messaging
• Supported Intel MPI, OpenMPI, and NCCL
• Shim wrapper to make PSM2 a provider in libfabric

• New efforts around OPX – Omni-Path eXpress
• Originally based on BG/Q libfabric provider
• Minimal instruction counts, highly memory efficient provider
• Completely standalone provider
• Utilizes existing hfi1 driver
• 100% switchable in user-space
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OPX vs PSM2 - Processing a Packet

• Optimized incoming packet processing (Do a single MPI_Recv(...))
• Intel SDE testing shows tremendous improvement in instruction count
• Significant improvements in cache line footprint
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PSM2 OPX Improvement
Instruction count 3064 1170 62%
Cache lines for code 205 124 40%
Cache line loads 93 55 41%
New cache line access 354 209 41%



OPX Provider
• Upstream-first, entirely open-source
• Optimal protocol and HW paths are selected at runtime
• Each protocol exploits its own sw/hw path
• Eager
• Multipacket Eager
• Rendezvous

• Ensures support for ULPs
• Intel, OpenMPI, MPICH, and MVAPICH
• Sandia OpenSHMEM, GASNet

• Software stack for CN5000 and beyond

© 2022 Cornelis Networks 19



Performance Results
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Omni-Path Future – CN5000 
• 400G foundation adaptor with 48 port edge switches and 576 port 

Director Class Switches 
• Support for copper cables in racks and optical cables between racks
• New topologies – MegaFly and DragonFly

• Up to 330k total endpoints
• OpenBMC support on all switches

• RedFish API support
• Fine-grain adaptive routing support for advanced congestion control 

and avoidance
• Same software stack as OPA100 today using libfabric and OPX provider
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