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comet.sdsc.edu  
32 racks of awesomeness  



Project High Level Goals  

Å ñé expand the use of high end resources to a much larger 

and more diverse community  

Å é support the entire spectrum of NSF communities  

Å ... promote a more comprehensive and balanced portfolio  

Å é include research communities that are not users of 

traditional HPC systems .ñ 

 

The long tail of science needs HPC  

NSF solicitation 13-528 



Cometôs integrated architecture is a platform for 
a wide range of computing modalities  

99% of the jobs run inside a 

single rack with full bisection BW 

128 GB/node, 24 core 

nodes support shared 

jobs, and reduce the need 

for runs across racks 

Support science gateways as a 

primary use case 

Virtual Clusters give communities control 

over their software environment 

Compute (1944), GPU (36), and large 

memory nodes (4) support diverse 

computing needs 

High performance, and Durable Storage 

support compute and data workflows, 

with replication for critical data 



Virtualization Staffing 

SDSC: Project management, 
system managements, 
systems software (Nucleus) 

 

 

IU: User support, client 
software (Cloudmesh) 



Virtual Clusters 

Goal: 

Provide a near bare metal HPC performance and 

management experience 

Target Use 

Projects that can manage their own cluster, and: 

ωŎŀƴΩǘ Ŧƛǘ ƻǳǊ ōŀǘŎƘ ŜƴǾƛǊƻƴƳŜƴǘΣ ŀƴŘ 

ωŘƻƴΩǘ ǿŀƴǘ ǘƻ ōǳȅ ƘŀǊŘǿŀǊŜ ƻǊ 

ωhave bursty or intermittent need 



Single Root I/O Virtualization in HPC 

ω Problem: Virtualization generally has resulted in 

significant I/O performance degradation (e.g., 

excessive DMA interrupts) 

ω Solution: SR-IOV and Mellanox ConnectX-3 

InfiniBand host channel adapters  

ωOne physical function Ą multiple virtual 

functions, each light weight but with its own 

DMA streams, memory space, interrupts 

ωAllows DMA to bypass hypervisor to VMs 

ω SRIOV enables virtual HPC cluster w/ near-native 

InfiniBand latency/bandwidth and minimal 

overhead 



MPI bandwidth slowdown from SR-IOV is at most 1.21 for 
medium-sized messages & negligible for small & large ones 



MPI latency slowdown from SR-IOV is at most 1.32 for 
small messages & negligible for large ones 



WRF Weather Modeling ï  
2% Overhead with SR-IOV IB 

ω96-core (6-node) calculation 

ωNearest-neighbor 
communication 

ωScalable algorithms 

ωSR-IOV incurs modest (15%) 
performance hit 

ω2% slower w/ SR-IOV vs native 
IB! 

ωStill 20% faster than EC2 Despite 
20% slower CPUs 

WRF 3.4.1 ï 3hr forecast 



Quantum ESPRESSO: 28% 8% (!) Overhead 

ω48-core (3 node) calculation 

ωCG matrix inversion - irregular 

communication 

ω3D FFT matrix transposes (all-to-

all communication) 

ω28% slower w/ SR-IOV vs native 

IB 

ω8% slower w/ SR-IOV vs native IB! 

ωSR-IOV still > 500% faster than 

EC2 Despite 20% slower CPUs 

Quantum Espresso 5.0.2 ï DEISA AUSURF112 benchmark 


