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Project High Level Goals

A i é e x ptleemuse of high end resources to a much larger
and more diverse community

A é support the entire spectrum of NSF communities
A ... promote a more comprehensive and balanced portfolio

A é include research communities that are not users of

traditional HPC systems . i
NSF solicitation 13-528 o A

The long tail of science needs HPC
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Comet 0s I ntegrated archi
a wide range of computing modalities

CHALLENGES OUR PROPOSAL ADDRESSES XSEDE Service Providers
Support science gateways as a N nternet2, Esnet @100G
ity beie Bete ? 99% of the jobs run inside a

——1 single rack with full bisection BW
Compute (1944), GPU (36), and large <

memory nodes (4) support diverse
computing needs

Large-memory nodes  XSEDE collaborations

ﬁB' I'ﬁﬁﬂﬁlﬁ:ﬁ:ﬁd nndﬁﬁ Elltlliﬂl’-""‘
Virtual Clusters give communities control

over their software environment

128 GB/node, 24 core

| nodes support shared

| jobs, and reduce the need
for runs across racks

-
X

Cluster

Software Ll
St High performance, and Durable Storage
Virtualization @: support compute and data workflows,
burable storegel with replication for critical data

UCSD Campus Bridging
(e.g., LHC Tier 2 Data Site)
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Virtualization Staffing

SDSC: Project management, SDSC
system managements, SAN DIEGO SUPERCOMPUTER CENTER
systems software (Nucleus)

|IU: User support, client
software Cloudmesh
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Virtual Clusters

Goal:
Provide a near bare metal HPC performance a
management experience

L

Target Use
Projects that can manage their own cluster, and:
WOl yQi FAOG 2dzNJ okl GOK S
WR2Y QU0 ¢yl G2 o0dz2 KI
w haveburstyor intermittent need
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Single Root I/O Virtualization in HPC

w Problem Virtualizationgenerally has resulted in O
significant I/Operformancedegradation(e.g., _‘ . _'
excessive DMA interrupts) T T

SR-10V SR-10V
Virtual Virtual

w Solution SRIOV andMellanoxConnectX3 |
InfiniBandhost channel adapters : -

w One physica‘lun_ctionA_ multiple yirtgal Hypervisor
functions,eachlight weight but with its own
DMA streams, memory space, interrupts h ﬁ
w Allows DMA to bypass hypervisor\¥d/is
w SRIOV enables virtudPC clustan/ nearnative
InfiniBand latency/bandwidtand minimal Zh Z|§

overhead

Mellanox

TECHNOLOGIES
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MPI bandwidth slowdown from SR-I0OV is at most 1.21 for
medium-sized messages & negligible for small & large ones
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MPI latency slowdown from SR-IOV is at most 1.32 for
small messages & negligible for large ones
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WRF Weather Modeling 1
2% Overhead with SR-IOV IB

w 96-core (6node) calculation 160 135 seconds

w Nearestneighbor 90— 4% overhead -
communication

w Scalable algorithms

H-SRIOV-ncurs modest{15%)
performancehit

w 2%slower w/ SROVvsnative
B!

w Sill 20% faster thafleC2 Despil
20% slower CPUs
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Native IB SR-I0V Amazon EC2
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Quantum ESPRESSO: 28% 8% (!) Overhead

w48-core (3 node) calculation

w CG matrix inversionirregular
communication

w3D FFT matrix transposes <{al
all communication)

©-28%-slowerw/- SFEOVA/shative
B
w 8% slower w/ SIROVvsnative IB
wSRIOV still > 500% faster than ><

EC2 Despite0% slowelCPUs

Quantum Espresso 5.0.2 1 DEISA AUSURF112 benchmark
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