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Mellanox Connects the Worldôs Fastest Supercomputer

Á93 Petaflop performance, 3X higher versus #2 on the TOP500

Á40K nodes, 10 million cores, 256 cores per CPU

ÁMellanox adapter and switch solutions

#1 on the TOP500 Supercomputing List

ÁThe TOP500 list has evolved, includes HPC & Cloud / Web2.0 Hyperscale systems 

ÁMellanox connects 41.2% of  overall TOP500 systems

ÁMellanox connects 70.4% of the TOP500 HPC platforms

ÁMellanox connects 46 Petascale systems, Nearly 50% of the total Petascale systems

InfiniBand is the Interconnect of Choice for 

HPC Compute and Storage Infrastructures
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The Ever Growing Demand for Higher Performance
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The Interconnect is the Enabling Technology 



© 2016 Mellanox Technologies 4

The Intelligent Interconnect to Enable Exascale Performance 

CPU-Centric Co-Design

Work on The Data as it Moves

Enables Performance and Scale

Must Wait for the Data

Creates Performance Bottlenecks

Limited to Main CPU Usage

Results in Performance Limitation

Creating Synergies

Enables Higher Performance and Scale
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Breaking the Application Latency Wall

ÁToday: Network device latencies are on the order of 100 nanoseconds

ÁChallenge: Enabling the next order of magnitude improvement in application performance

ÁSolution: Creating synergies between software and hardware ïintelligent interconnect

Intelligent Interconnect Paves the Road to Exascale Performance
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Highest-Performance 100Gb/s Interconnect Solutions 

Transceivers

Active Optical and Copper Cables

(10 / 25 / 40 / 50 / 56 / 100Gb/s) VCSELs, Silicon Photonics and Copper

36 EDR (100Gb/s) Ports, <90ns Latency 

Throughput of 7.2Tb/s

7.02 Billion msg/sec (195M msg/sec/port)

100Gb/s Adapter, 0.6us latency

200 million messages per second

(10 / 25 / 40 / 50 / 56 / 100Gb/s)

32 100GbE Ports, 64 25/50GbE Ports

(10 / 25 / 40 / 50 / 100GbE)

Throughput of 6.4Tb/s

MPI, SHMEM/PGAS, UPC

For Commercial and Open Source Applications

Leverages Hardware Accelerations 
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PCIe Gen3 and Gen4

Integrated PCIe Switch

Advanced Dynamic Routing

MPI Collectives in Hardware

MPI Tag Matching in Hardware

In-Network Memory

100Gb/s Throughput

0.6usec Latency (end-to-end)

200M Messages per Second

ConnectX-5 EDR 100G Advantages 
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The Performance Advantage of EDR 100G InfiniBand (28-80%)

28%


