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Overview of Systems @ PNNL 

!   Cascade (3.4PF): User facility for DOE SC BER 
!   1440 2-socket 8-core Ivybridge + 2-socket Intel Phi  

+ 128GB/node, InfiniBand 
!   Constance (0.26PF): Institutional Computing 

!   452 2-socket 12-core Haswell + 64GB/node, InfiniBand 
!   “On-ramp systems” 

! Nvidia K80’s, Cloud Testbed, Hadoop cluster, KNL 
! Testbeds (CENATE) 

! Seapearl (instrumented cluster), Data Vortex, DGX-1, HMC, Contutto, 
network testbed … 

!   MVAPICH available on most systems 
!   Library of choice 
!   Higher performing, easier to use, easier to install 
!   Leading edge optimizations, binding processes support, SLURM integration,  
!   Interest in monitoring tools: INAM, OEMT 
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Center of Advanced Technology 
Evaluation (CENATE) 

!   Advanced technology evaluations 
!   Instrumentation for power and performance 
!   Testbed infrastructure for high-throughput evaluation 

!   Predictive exploration: integration of results from empirical evaluations 
with modeling and simulation 
!   Impact at scale; “what-ifs”; for DOE apps 
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Technology Fragmentation Across the 
Hardware/Software Stack 
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CENATE Covers a Multidimensional 
Technology Space 

Design Concepts Prototypes Deployment 

Predictive Modeling 
Testbeds 

Measurement and Evaluation 

Processing Sub-systems 

Emerging Paradigms 

Workloads 

Memory Network Storage and I/O 

Approximate Quantum Neuromorphic Superconductive 

Numeric Machine Learning Data Analytics Graph Analytics 

Technology Maturity 



!   AML provides infrastructure to measure 
!   Early Engineering Boards 
!   Subsystem Prototypes (e.g., HMC) 
!   Small Systems 

!   AML measures 
!   Performance 

!   Time-to-solution 
!   Performance counters 

!   Power 
!   System Wall Power 
!   Internal Shunts and Hall-sensors 

!   Temperature 
!   Thermo-Couples 
!   Thermal cameras 

!   Building up FPGA capabilities 
!   Xilinx and Altera Toolkits 
!   Mentor Graphic’s Modelsim 
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Advanced Measurement Laboratory 
(AML) 



SEAPEARL: Integrated Power, 
Performance, and Thermal Measurement 

!   Critical needs  
!   Ability to study power consumption and thermal effects at scale  
!   Correlation of measurements to workload features  

(not steady state)  
!   Platform for development of modeling and  

optimization capabilities  
!   SEAPEARL: A Unique Resource  

!   High-fidelity power measurement  
!   Spatial: separate CPU from memory  
!   Temporal: low sampling period of 1 ms  

!   Coupled thermal information  
!   Advanced architectures: x86 multicore and AMD Fusion  

(integrates CPU and GPU)  
!   Offline analysis and potential for online (dynamic) optimization  
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CENATE: Establishing Best Practices for 
Measurements 

!   Integrating state-of-the-art measurements into Idiosyncratic systems  
!   Best practices: Measurement is a science and a craft 

!   Multi-tier approach: 
!   Tier 1: external, low-resolution, available to all system 
!   Tier 2: internal, system specific, vendor based (e.g., RAPL, Amester, Data Vortex …) 
!   Tier 3: external, high-resolution, invasive, need vendor support (e.g., Power Insight) 

!   Measurements:  
!   In-band: synchronous with apps (e.g., performance counters) 
!   Out-of-band: asynchronous with apps (e.g., power meters) 

!   Interaction with vendors is essential: 
!   Understand position of sensors 
!   Access to “special” systems and proprietary software 

!   Multiple Metrics of interest: 
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Performance	   Power	   Resiliency	   Thermal	  



Instrumentation Granularity Affects 
Insight 

!   Coarse spatial and temporal instrumentation may hide important 
information 
!   e.g., peak power/temperature consumption 

!   Example for scalar pentadiagonal solver with 32 parallel threads 
!   Peak power measured with 0.1 second granularity is much higher  

(9.7 W/core) than the one measured with 1 second granularity (7.8 W/core) 
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Evaluation Strategy: Need to Overcome 
Architectural Diversity 

!   Solution-oriented: 
!   What is the best hardware/software solution for my problem? 
!   “Future proof”: Same problems, different solutions 

!   Leverage experiences gained from DARPA SEAK 
!   Functional descriptions (input/output) 
!   Input generators, output correctness checkers 

!   Problem interface is fixed; algorithm and architecture are variables 
!   End-user trade-off evaluation: performance versus power versus accuracy 
!   Encourage creative solutions, e.g., co-design 

!   Text Image Classification: Recognize handwritten digits 

11	  

0	  
Output:	  	  

	  label	  (0	  to	  9),	  	  
	  error	  rate	  



12	  

Trade-off Evaluation 

Pareto efficiency curve 

Min energy curve 
T = Emin / P 

Min power solution 
(uses embedded 

architecture) 

Min time solution 
(uses server arch) 

Emin 

Emin 

Min Energy solution 

Energy of solution 

MLP  
Neural Net All solutions meet the functional interface specification 

Lower is better 



Sample Workloads 

!   Numeric:  
!   nekbone, coMD, miniAMR, miniFE, SNAP, LULESH, MCB, AMG2013,  
!   UMT2013, RSBench, XSBench, HPCG,  
!   FFT, Space-Time Adaptive Processing, Synthetic Aperture Radar, Text Image 

Classification, Wide Area Motion Imaging, Image Fusion 

!   Machine Learning/Data Analytics:  
!   Support Vector Machine, K-Nearest Neighbor, K-Means, Spectral Clustering, 

FP-Growth, MLP Neural Networks 

!   Graph Analytics:  
!   Graph clustering, Vertex matching, page rank, Breadth-first-search 
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Testbed Classification 

!   Testbed Classes 
!   System Technologies with future high impact factor to HPC 

!   Computing (Throughput or Latency Optimized Computing , 
Processing Near Memory) 

!   Memory (Phase-Change, Spin Transfer Memory, Memristor, 3D 
DRAM, 3D Flash) 

!   Networks (Data Vortex, Mellanox, Software Defined Networks) 
!   Storage (high bandwidth/low latency buffers, fast container 

support netCDF/ HDF5, Software Defined Storage)  
!   Novel Processing Paradigms  beyond traditional computing 

paradigms  
! Neuromorphic Processing 
!   Approximate Computing 
!   Quantum Computing  
!   Silicon Photonics 

!   Emerging Technologies (Materials -> Devices) beyond 
Moore’s Law transitioning towards rudimentary  logic/
memory cell and circuit basic blocks 
!   Superconductive Processing (Single Flux Quantum (SFQ), 

Adiabatic Quantum Computing (AQC)) 14 

Far	  Future	  

Near	  Future	   Higher	  Priority	  

Lower	  Priority	  



Networks: Data Vortex 

!   Novel network technology based on topology fundamentals 
!   Ensures high probability of contention-free transport  
!   Enables very small packet (64-bit) transport  
!   Analyzing network performance/power for applications of interest: high-

dimensional PDE, FFTs, finely partitioned data-intensive  applications 
!   Vortex Interface Controller (VIC) 

!   FPGA + 32 MB static RAM 
!   Preparation and packet buffering 
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Fig. 2: Schematic of the components in The Vortex Interface
Controller (VIC). The VIC interfaces the host to the Data
Vortex Switch providing 32 MB of SRAM (DV Memory) and
additional features such as the group counters and a First In
First Out queue for Surprise packets.

different height. Once a packet reaches the innermost cylinder
(at the desired height), it is then routed around to the target
output port according to the angle. Contention is resolved
using deflection signals. A node has two inputs: a node in the
same cylinder and a node on the outer cylinder. Whenever this
node receives a packet from the node on the same cylinder, the
sending node also propagate a deflection signal that blocks the
node on the outer cylinder to send new data. Thus, contention
is resolved by slightly increasing routing latency (statistically
by two hops) but without adding buffers.

Past research [9] has explored the use of the Data Vortex
topology for optical networks, leading to prototypes with up
to 12 input and 12 output ports [11]. Performance studies with
synthetic and realistic traffic patterns showed that the archi-
tecture maintained robust throughput and latency performance
even under nonuniform and bursty traffic conditions due to
inherent traffic smoothing effects [14], [15]. The Data Vortex
switch in our system is implemented electronically with a set
of programmed Field Programmable Gate Arrays (FPGAs).

The Vortex Interface Controller (VIC) is a custom Network
Interface Controller for interfacing a cluster node to the
Data Vortex Switch; each cluster node has at least one VIC.
Figure 2 shows the block diagram of the VIC. The current
VIC is implemented as a PCI-Express 3.0 board that integrates
an FPGA with 32 MB of Quad Data Rate Static Random
Access Memory (QDR SRAM), also called ”DV Memory”.
DV Memory is directly addressable for reading and writing
from both the network and from the cluster node (across the
PCI Express bus). While primarily used to buffer incoming
network data, it also allows outgoing packet headers and
payloads to be pre-cached across the PCI Express bus. Because
every VIC can address every DV Memory location (local or
remote) with the combination of VIC ID and DV Memory
address, the DV Memory can also be used as a globally-
addressable shared memory. The API allows a programmer
to specify where the header and payload come from; the VIC
FPGA handles the logic for getting packets to and from the
switch. In addition to the control logic for the DV Memory
interface, the VIC also provides hardware support for two

other API features: (packet) group counters, and a network-
addressable First In First Out (FIFO) input queue. Group
counters provide a means of counting how many data words
within a particular transfer are yet to be received by the
receiving VIC. Network transfers occur as individual 8-byte
words, and order of arrival is not guaranteed. To know when a
transfer has completed, the application programmer must first
declare the specific number of words that will be received
in a transaction by writing that value into a group counter
before the first data packet arrives. Incoming packets for that
transfer must explicitly refer to that particular group counter,
and as they arrive, the counter decrements toward zero. An
additional API call allows a program to wait until a specific
group counter reaches 0, or a timeout expires. The current
VIC implementation provides up to 64 group counters in the
current FPGA; one of these is presently reserved as a scratch
group counter for those situations where the counter does not
need to be checked, and another 2 are reserved for a group
barrier synchronization implementation.

The FIFO queue (also referred to as the ”surprise packet”
queue in the Data Vortex API) allows each node within the
cluster to receive and buffer thousands of 8-byte messages un-
til ready to deal with them. DV Memory slots only store single
words, and only the last-written value can be read. Specific
addresses must be coordinated by the sender and receiver in
advance, and multiple nodes sending to the same destination
DV Memory slot must be coordinated to avoid overwriting
data. The FIFO queue provides for incoming unscheduled
(”surprise”) packets to be non-destructively buffered, although
message ordering across the network, even when sent from the
same node, is not guaranteed. The developer is responsible for
polling the status of the queue to know when messages have
arrived, and for handling the potential out-of-order messages
when reading from the queue. The VIC also provides two
Direct Memory Access (DMA) engines for transferring data
between the host memory, the VIC Memory, and the network.

III. PROGRAMMING MODEL

The Data Vortex API is a low-level interface to the VIC
components enabling multiple ways of sending packets across
the network to any individual VIC, including your own.
Each packet is composed of a 64-bit header and a 64-bit
payload. The header specifies the destination VIC, an optional
destination group counter, and and an address within the
destination VIC. The destination address at the destination
VIC can specify a VIC DV Memory slot, the ”suprise packet”
FIFO, or a specific group counter. Individual packets (header
plus payload) can be assembled within host memory and sent
directly from host memory to the network; when sending
multiple packets, one can either DMA headers and payloads
from host memory, pre-cached headers from DM Memory and
payload from host memory, or headers from host memory
and pre-cached payload from DV Memory. Upon arrival at
the destination, the header is normally discarded and the sent
value is written to the appropriate address. A few special
headers allow sending a ”return header” as the payload, and
also allow a particular query value to be encoded in the header.

“Exploring	  Data	  Vortex	  Network	  Architectures”	  R.	  Gioiosa,	  T.	  Warfel,	  J.	  
Yin,	  A.	  Tumeo	  and	  D.	  Haglin,	  Hot	  Interconnects,	  Santa	  Clara,	  August	  2016.	  



!   Advanced HPC scale out solutions with emphasis on network and storage exploration 
!   Aim to provide flexible test-bed to explore issues at scale 
!   Emulate large network within smaller node footprint 

!   Enable large-scale issues to be explored (collectives, contention, topology)  
!   Validation on larger network for modeling, and prediction at scale 

 
 
 

!   Exploring a flexible network reconfiguration (OCS) option 
!   Dynamic topology reconfiguration (system book, job submission, intra-job also possible) 

 
 
 
 
 
 
 
 

!   First 128 network end-points scalability cluster system expected  
fall 2016 (15-month Technology Refresh Cycle) 

OCS:	  dynamic	  reconfigura7on	  all-‐op7cal	  data-‐
paths	  	  

Fixed	  topology	   Flexible	  topology	  

Physical	   Emulated	   Predic7ve	  modeling	  

n	   4n	   scale	  

Networks and Storage: Scalability Cluster  
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Infiniband + OCS 

!   Re-cabling of system in 50ms 
 

!   Possible configurations: 
!   A) OCS to side of IB      B) OCS between nodes and IB  
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ModSim within CENATE 

!   Modeling and Simulation will be used to explore: 
!   System scales that cannot be directly measured 
!   Systems integrating disparate technologies 
!   Multiple alternative system configurations 

!   Quantify trade-offs between multiple metrics of interest: 
!   Performance 
!   Power and energy consumption 
!   Impact of thermal variation, faults, and fault mitigation 

!   Modeling builds on the CENATE foundation: 
!   Application-centric models are derived from workload applications 
!   Models are parameterized using measurements taken on instrumented testbeds 

(micro-benchmarks isolate “atomic” performance characteristics) 
!   Models are validated at small-scale 

!   Key contribution of modeling is insight: 
!   Rapid turnaround from system specification to performance quantification 
!   Issues in performance can be traced to root causes 
!   Quantify interplay between application characteristics and system 
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CENATE Modeling @ Scale:  
Network Analysis 

2-Level Fat-tree R=8 3-Level Fat-tree R=6 

Dragonfly R=8 Dragonfly+ R=8 

** Note: Examples shown with small-radix switches. 

! Model impact of network topology on communication performance and energy 
! Explore mainstream networks considered in DOE *Forward programs 



!  Disparate technologies from IBM (internode) and Oracle (intranode) 
!  Modeling enabled: 

!   Possible “marriage” options to be explored overcoming separation barriers 
!   Quantified advantages over expected future electrical networks 
!   Analyzed in the context of key graph analytic applications 

!   Oracle Macrochip intra-node network 
!   64 compute/memory sites fully connected 
!   2 GB/s per site pair (128 GB total) 
!   32 ports I/O per macrochip (for internode) 

!   IBM TOPS inter-node network  
!   64 node system 
!   256x 64x64 optical switch planes 

!   16 wavelengths per fiber 
!   20 GB/s BW per wavelength 

!   Improvement due to: 
!   Improved link bandwidth 
!   Greater link concurrency 
!   Varied topological routing 20 

Modeling Possible Future Silicon 
Photonics Networks 
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CENATE: Center for Advanced Technology 
Evaluation 

!   Empirical evaluation of current “interesting” technologies 
!   From device to system level 

!   Predictive evaluation of possible systems 
!   Scalability: from empirical evaluations at small scale 
!   Future technologies  
!   allow for the “virtual” integration of technologies (e.g. Silicon Photonics, DV

+HMC) 
!   Application centric 
!   Network testbeds: 

!   Data Vortex: One-sided MPI over DV ?? 
!   IB + OCS Cluster: handling dynamic topology changes (inter- or intra- job) ?? 
!   Silicon Photonics: Exploring potential (performance / Energy) 
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