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HPC on AWS
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Time-to-results as the Metric for Success

Fixed Data Centre Capacity Limit

A

Cores

Finite capacity, usually with long
queues to wait in.
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Cores

Massive capacity when needed to speed up
time to results, and agile environment when
additional hardware and software
experimentation is needed.
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HPC on AWS: Solution Components

Automation and Storage Compute Visualization Networking
orchestration
I T T —————
—_ Amazon Enh d
g%g AWS Batch [] AmazonEBS % EC2 instances NICE DCV ”t a”CE,
(Compute and networking
I, Amazon FSx for accelerated) Pl
AWS ParallelCluster Lustre ol Amazon acement
(&t Amazon EC2 Spot @ AppStream 2.0 groups
7 Amazon EFS .
NICE EnginFrame >{1¢  AWS Auto Scaling Elastic Fabric
@ Amazon S3 v Adapter
© 2020, Amazon Web Services, Inc. or its Affiliates. aWS

\/‘7



Broad HPC Partner Community

Application partners
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Global Infrastructure

We add the equivalent of an entire Fortune 500 company's compute capacity every day
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Evolution of Networking on AWS
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Anatomy of an EC2 Instance — Circa 2011

Hardware Software
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VPC Networking
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What EC2 Instances Look Like Today

Hardware Software

con.18xlarge

EBS Volumes

Enhanced Networking
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What EC2 Looks Like Today... when you don’t want hypervisors
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Hardware

13.metal

Instance Storage

EBS Volumes

Enhanced Networking
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What AWS Looks Like Today... with EFA

Hardware

EBS Volumes

Software

Enhanced Networking
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EFA — For HPC and Machine Learning

Scale tightly-coupled
HPC applications on AWS

G4dn 5a(d)
C5n || P3dn || 13en | IM5(d)n] |R5(d)n
Metal*] |Metal*

[\ /N [N\ [\ N\ N\ /)
o0 om0 om0 om0 o=mo o=o o0
& & & & & & &

NVIDIA

nte) <S4 AMDI

* Coming soon

EFA

Elastic Fabric Adapter,
best for large HPC
workloads

High data throughput
100 Gbps network bandwidth

Congestion control for cloud scale
and rapid packet loss recovery.

Lower latency for message passing
and more effective application-layer
comms.
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Scalable Reliable Datagrams (SRD)
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Scalable Reliable Datagram Protocol

 New protocol designed for AWS's unique datacenter network
- Implemented as part of our 37 generation Nitro chip

 EFA exposes SRD as a reliable datagram interface

* Inspired by IB Reliable Datagram, without the drawbacks

« Packet spraying over multiple ECMP paths

e Qut-of-order delivery — no head-of-line blocking

« Congestion and flow control designed for large-scale cloud

L. Shalev, H. Ayoub, N. Bshara and E. Sabbag, "Supercomputing on Nitro in AWS Cloud," in IEEE Micro 2020
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SRD Link Failure Handling - Throughput
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SRD Link Failure Handling - Latency

1200000
1000000

800000

Latency (usec)
B O
o O
(@) (@)
(@) (@)
(@) (@)
o O

1400
1200
1000
800
600
400
200

Latency (usec(

Average Latency (us)

Time (msec)

© 2020, Amazon Web Services, Inc. or its Affiliates.

TCP
= \lax Latency (us)
0 200 400 600 800 1000 1200 1400 1600
Time (msec)
Average Latency (us)
SRD Max Latency (us)
) . — — e — -
0 200 400 600 800 1000 1200 1400 1600

adWS
~—



SRD Congestion Control on Incast

BW (Mbps)

BW (Mbps)

© 2020, Amazon Web Services, Inc. or its Affiliates.

4000

2000

SRD

TCP

mFlow 1
Flow 2
Flow 3

m Flow 4

m Flow 5
Flow 6

mFlow 7

mFlow 8

m Flow 1
Flow 2
Flow 3

= Flow 4
m Flow 5

Flow 6

m Flow 7

m Flow 8

adWS$S
~—



EFA Software Ecosystem
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EFA Software Ecosystem
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MPI

OFI-NCCL

libfabric

rdma-core

EFA Kernel Module

dWS



MVAPICH2-X-AWS

Send Buffer

Directly programs to rdma-core

Reordering with copy-out
In-ord Out-of-ord . .
Vessage §  Message o~ Borar” » Use of immediate data for seq ID

 Long message packetization
Copy « Tag matching

Receive Buffer ———— * Intra-node path with XPMEM

S. Chakraborty, S. Xu, H. Subramoni and D. K. Panda, Designing Scalable and High-Performance MPI Libraries
on Amazon Elastic Adapter, Hot Interconnect, 2019
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Open MPI and EFA

MPI Application

Community property but a specific
owner/maintainer

Community property
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Vendor package

External projects
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Intel MPI and EFA

MPI high level abstraction layer

MPI low level transport

OFI provider

Eth, IPolB,

IP6OPA Intel® OPA

Infiniband* AWS EFA

https://software.intel.com/content/www/us/en/develop/articles/intel-mpi-library-2019-over-libfabric.html20
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EFA Installer

curl -0 https://s3-us-west-2.amazonaws.com/aws-efa-installer/aws-efa-installer-latest.tar.gz
tar -xf aws-efa-installer-1.4.1.tar.gz

cd aws-efa-installer

sudo ./efa_installer.sh -y

Starting Amazon Elastic Fabric Adapter Installation Script =

EFA Installer Version: 1.4.1 =

1l & Ann

== Installing EFA dependencies ==

<snip>

== Writing EFA profile.d configuration ==

== Configuring system limits for EFA ==
Limits for Elastic Fabric Adapter configured.
== Testing EFA device ==

Starting server...

Starting client...

<snip>

EFA installation complete.

- Please logout/login to complete the installation.
- Libfabric was installed in /opt/amazon/efa

- Open MPI was installed in /opt/amazon/openmpi

© 2020, Amazon Web Services, Inc. or its Affiliates. aWS
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Performance Results
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MPI Benchmarks
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Scaling with Applications: Fluent
ANSYS Fluent 19.5 - F1 (140M cells) - IntelMPI 2019.5 - AL2 - PC2.5.1

162
142
122

Cray XC50
-o—-AWS c5n.18xlarge

Iterations per minute
~ O 0 O
N DN DN DN

N
N

2 o m-
720 1440 2160 2880 3600 4320 5040 5760 6480 7200 e = =
—_— .

Cores

dWs$s



Scaling with Applications: zCFD
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Recent work with Zenotech (zCFD)
GPUs (p3.24xlarge and g4dn.16xlarge Amazon EC2

instances i.e Nvidia v100 and T4's) deliver results
faster for a lower cost
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Customer case study: Formula 1 on AWS

 No access to wind-tunnels for 12-24 months,
only CFD

»  60hrs to 10hrs thanks to AWS.

e 192 cores to 1440 cores (EC2 c5n.18xlarge+
AWS ParallelCluster)

* On-demand + now smaller spot jobs
(exploring other instance types)

i A
7

“This project with AWS was one of the most revolutionary in the history of Formula 1
aerodynamics,” said Pat Symonds, Chief Technical Officer of Formula 1
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Scaling with Applications: NAVGEM

‘U.S.NAVAL\ . . :
RREASS High Resolution Forecast: Performance - Comparison

LABORATORY

Performance Improvements:
C5n with EFA on AWS EC2

At the highest core counts:
107% faster than Penguin
43% faster than Azure
160% faster than previous AWS
25% faster than Navy DSRC

Min size estimated to meet 7.5 min:
- 33% faster than Azure

- 23% faster than Navy DSRC
Min size forecast cost estimate:

- Azure: $82.97
- C5n with EFA: $44.02

U.S. Naval Research Laboratory

Courtesy: U.S. Naval Research Laboratory

Cloud Scaling, 5 Day Long, 19km Resolution Forecast - no |/O

Navy DSRC (Cray XC-40)
AWS, c4.8xlarge, ethernet
Azure, H16r, Infiniband
Penguin, B30, OmniPath
AWS, c5n.18xlarge, EFA
7.5 min / fcst day
e\,;)
Process Count

https://www.youtube.com/watch?v=GTHWfOOVGrw&t=1177s



https://www.youtube.com/watch%3Fv=GTHWf0OVGrw&t=1177s

Thank you!

Raghu Raja (craghun@amazon.com)

gj @rrcsraghu
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