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Exponential Data Growth ïThe Need for Intelligent and Faster Interconnect

CPU-Centric (Onload) Data-Centric (Offload)

Faster Data Speeds and In-Network Computing Enable Higher Performance and Scale

Must Wait for the Data

Creates Performance Bottlenecks
Process Data as it Moves!
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In-Network Computing to Enable Data-Centric Data Center  
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In-Network Computing Key for Highest Return on Investment 
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Highest-Performance 100Gb/s Interconnect Solutions 

Transceivers

Active Optical and Copper Cables

(10 / 25 / 40 / 50 / 56 / 100Gb/s) VCSELs, Silicon Photonics and Copper

36 EDR (100Gb/s) Ports, <90ns Latency 

Throughput of 7.2Tb/s

7.02 Billion msg/sec (195M msg/sec/port)

100Gb/s Adapter, 0.6us latency

175-200 million messages per second

(10 / 25 / 40 / 50 / 56 / 100Gb/s)

32 100GbE Ports, 64 25/50GbE Ports

(10 / 25 / 40 / 50 / 100GbE)

Throughput of 3.2Tb/s

MPI, SHMEM/PGAS, UPC

For Commercial and Open Source Applications

Leverages Hardware Accelerations 
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Highest-Performance 200Gb/s Interconnect Solutions 

Transceivers

Active Optical and Copper Cables

(10 / 25 / 40 / 50 / 56 / 100 / 200Gb/s) VCSELs, Silicon Photonics and Copper

40 HDR (200Gb/s) InfiniBand Ports

80 HDR100 InfiniBand Ports

Throughput of 16Tb/s, <90ns Latency

200Gb/s Adapter, 0.6us latency

200 million messages per second

(10 / 25 / 40 / 50 / 56 / 100 / 200Gb/s)

32 200GbE, 128 25/50GbE Ports

(10 / 25 / 40 / 50 / 100 / 200 GbE)

Throughput of 6.4Tb/s

MPI, SHMEM/PGAS, UPC

For Commercial and Open Source Applications

Leverages Hardware Accelerations 
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ConnectX-6 200G HDR InfiniBand and Ethernet Smart Adapter

In-Network Computing (Collectives, Tag Matching)

In-Network Memory

Storage (NVMe), Security and Network Offloads

PCIe Gen3 and Gen4

Integrated PCIe Switch and Multi-Host Technology

Advanced Adaptive Routing

100/200Gb/s Throughput

0.6usec End-to-End Latency

175/200M Messages per Second
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Quantum 200G HDR InfiniBand Smart Switch 

In-Network Computing (SHARPv2 Technology) 

Flexible Topologies (Fat-Tree, Torus, Dragonfly, etc.)

Advanced Adaptive Routing

16Tb/s Switch Capacity

Extremely Low Latency of 90ns

15.6 Billion Messages per Second 

40 Ports of 200G HDR InfiniBand

80 Ports of 100G HDR100 InfiniBand

Switch System 800 Ports 200G, 1600 Ports 100G
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MPI Tag-Matching Support
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MPI Tag Matching

ÁSender: tag, communicator, destination, source (implicit)

ÁReceiver: tag (may be wild carded), communicator, source (may be wild carded), destination 

(implicit)

ÁMatching: sender and receiver envelopes must match

ÁMatching Ordering:

ÅMatching envelopes are required

ÅPosted received must be matched in-order against the in-order posted sends

Tag=A, Communicator=B, 

source=C, Time=X

Tag=A, Communicator=B, 

source=C, Time=X+D

Tag=A, Communicator=B, 

Destination=C, Time=Y

Tag=A, Communicator=B, 

Destination=C, Time=Y+Dô

Reciever Sender
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Tag Matching ïConnectX-5 Support
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MellanoxôsTag-Matching Support

ÁOffloaded to the ConnectX-5 HCA

ÅFull MPI tag-matching : tag matching as compute is progressing

ÅRendezvous offload : large data delivery as compute is progressing

ÁControl can be passed between Hardware and Software

ÁVerbs Tag-Matching support being up-streamed

ÁUCX support 
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MPI Tag-Matching Offload Advantages
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Mellanox In-Network Computing Technology Deliver Highest Performance 

Á31% lower latency and 97% lower CPU utilization for MPI operations 

ÁPerformance comparisons based on ConnectX-5


