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Outline

Q@ Motivation
M How do we understandP| runtimecomplexities?
M How do we evolve tools for MPI performance tuning?

o Introductionof MPI Tools Interface (MPT)
o Quick overview of the TAU Performance System

Q Infrastructurdor MPI Performance Engineering
M Integration of TAUand MVAPICH using MPT
M Extension with plugn and monitoring framework

o Case Studies

M DemonstratéMPl performance engineeringfrastructure
M AmberMD, 3DStencilminiAMR

o Conclusion and Future
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Motivation

@ MPI libraries are complegoftware systems
M Implement the MPI standard (currently, MPI 3.1)
M Run on different network layers and parallel HPC platform
M Many modular components, interacting in complexys
M Multiple tunableparameters (platform and application)
M Currentand future HPQardware complicate matters

o MPI performanceengineering Is important
M Use message benchmarks for platform performance analy
m Applicationbased MPI performance engineering Is harder
M Need to evolve our tools
M Leverage MPI tools interface (MPI1_T)
M Deepernntegrationof tools withinthe MPI software stack
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What about the MPI Profiling Interface?

@ With impressive forethought, MPI| was originally designed
with support for performance engineering

@ MPI Profiling Interface (PMPI)
M Library interposition mechanism to observe MPI routines

M T OO | | mpl ements nwrappero ve
M Original MPI call is intercepted by the tool version
€ Tool sees both Aentryo and nex.i
é On entry, tool does whatever 1t

execute the nr eal o-supphdd parametersi n e

é On exit, tool does whatever else more and then returns with argumen
and return valwue from the nreal

@ PMPI supports performance engineering with respect to:

M MPI routines: time spent, # calls, hardware counts,
M Message communication: time, size, patteéns,

Q@ Applicationlevel (external) view is not enough
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MPI Tools Interface (MPI_T)

@ Introduced in the MPI 3.8tandard (latest MPI 3.1)

Q@ Defines two types of variable (access semantics):
m Performanceé/ariables (PVARs
m Control Variables (CVARs

Q@ PVARS

M Variables report static and dynanméormation ofMPI performance
é counters metrics, stateg

M Written by MPI implementation
M Readby the tool via MPI_T interface
o CVARS
M Propertiesand configuration settingssedto modify MPI behavior
M Configurationand dynamic control
M Written by the tool via MPI_nterface
@ EachMPI implementation defineBVARs and CVARS supported

@ Theseare registered through MPI_T for tool access
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Benefits of MPI Tools Interface

o PMPI interface does not provide any opportunity to gain
iInsight into MPI library internals, nor any mechanism to enal
re-configurationand control oMP!

o MPI T provides a window on MPI internals

Rich information
Ranklevel view
EXxposes control

Binding lets PVARS
and CVARs to be
tied to MPI objects

< < £ < £ £ £
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Standardize@pproach (versus earlier attempts, PERUSE)
MPI implementation$ree to decide what Is exported
Tool discoversvhatMPI exports and decides what to do

Constant

MPI object

MPI_T_BIND_NO_OBJECT
MFI_T_BIND_MPI_COMM
MPI_T_BIND_MPI_DATATYPE
MFI_T_BIND_MPI_ERRHANDLER
MPI_T_BIND_MPI_FILE
MPI_T_BIND_MPI_GROUP
MPI_T_BIND_MPFI_OP
MFPI_T_BIND_MPI_REQUEST
MPI_T_BIND_MPI_WIN
MPI_T_BIND_MPI_MESSAGE
MFPI_T_BIND_MPI_INFO

N/A; applies globally to entire MPI process
MPI communicators

MPI datatyvpes

MPI error handlers

MPI file handles

MPIl groups

MPI reduction operators

MPI requests

MPI windows for one-sided communication
MP| message object

MPI info object
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Implementationsof MPI_ T

o MPICH
M 10 PVARSs (no binding)
M /1 CVARSs (no binding)
Q OpenMPI
M 5 PVARS (4 bound to MPI objects)
M 1102 CVARSs (exporting of MCA parameters, no binding)
o Intel MPI
M 0 PVARs
M 60 CVARS
o MVAPICH
M 73 PVARS (no binding)
M 82 CVARSs (no binding) (additional CVARSs being added)

@ TAU works with MPICH, Intel MPI, MVAPICH

MUG 2017 MPI Performance Engineering through the Integration of MVAPICH and TAU 8



MVAPICH MPI_T

Qo PVARS
M Memory allocation
m Collective algorithms
M VBUFs
M SMP bytes for Eager and Rendezvous
v RDMA and IB
M Message receive queue

o CVARs

m Collective algorithms: message size, all redbcast e
M Modes: eager, rendezvous, ...

M Garbage collection, RMA, SMP, Nemesis

M VBUFs

Q@ Some variables are static and some are dynamic
Q@ Some are variables are sehM#?| Init
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Using MPI_ T

o MPI implementation defines the PVARs and CVARS

@ MPI_T specification defines the interface
M Semantics
M Process and procedures
M Parameters and data types

o MPI implementations support the MPI_T interface
o Tools utilize the MPI T interface
Mm MPI_ T _PVAR _GET INFO
m MPI.T CVAR_GET_INFO
M Get performance variables, incorporate in measurements, anal
M Set control variables to enable specific MPI operation

@ MPI T is a ranKevel interface (like other MPI routines)

o MPI_T allowsmultiple inflight performancesessions
M Differenttoolscan be simultaneously active
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M Integrated, scalable, flexible, portable

TAU Performance System®

@ Performance problem solving framework for HPC

M Target all parallel programming / execution paradigms

physical
view

Q@ Integrated performance toolkit (open source)

Node

memory

ana

o ﬁﬁﬁe Lhh

Context

Node

memory

ana

m Multi-level performance instrumentation

M Widely-ported, flexible, and configurable performance measuremen

M Performance data management and data mining
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TAU Architecture

@ TAU Is a parallel performance framework and toolkit

Q@ Software architecture provides separation of concerns
M Instrumentation | Measurement | Analysis

TAU Architecture
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TAU Components

Q Instrumentation
m Fortran, C, C++QOpenMR MPI, Python, Java, UPC, Chapel,
M Source, compiler, library wrapping, binary rewriting
M Automatic instrumentation
Q@ Measurement
Probebased and samplmased
Internode: MP1OpenSHMEM ARMCI, PGAS, DMAPP
Intranode PthreadsOpenMEBR  hy br i1 d, &
Heterogeneous: GPU, MIC, CUD®penCL OpenACC &
Performance data (timing, counters) and metadata
Parallel profiling and tracing (with Scekeintegration)
Q@ Analysis
v Parallel profile analysis and visualizatidtafaProf
M Performance data mining / machine learniAgr(Explore)
M Performance database technolog§g(Jdb)
M Empiricalautotuning

< £ Z £ £ Z
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MPI| PerformanceEngineering

@ Improving the performance of MPI implementations and us
of the MPI library is important and challenging

@ How can MPI_T help in this goal?
M Couple MPI library and performance tool software components
m Focus on TAU and MVAPICH
@ ldentify performance engineering methods
M Extended performance measurement and analysis
M MPI optimization based on recommendation
M Runtime introspection and performaragotuning
M Performancamonitoring across MPI ranks

@ Enablingclosersoftware interactionh co-designis a keygoal

Q@ Applicationlevel MPI performance engineering
M Evaluate opportunities in different domains
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Infrastructure Design using MPI_ T
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MPI Applications
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MVAPICH

/ Analysis

Autotuning il [

Get

PVARJ

e

Plugins \

Runtime _W |
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TAU MPI T Measurement

o TAU can make MPI T measurements across all ranks

M QueryPVARsat regular intervalgusingsignal handler)
MmAnal yze uPararPmparbl&lpfder

TAU: ParaPraf: Mean Context Events — Default.ppk (on gedzilla) - o *
‘ile Options Windows Help
Name ~ Total NumSamples MaxValue MinValue MeanValue Std. Dev.
- . TAU application

Memory Footprint (WVmRSS) (KB) 5,187,810.828 24 219,195.453 202,978.5 216,158.785 4,085.753
Message size for all-gather 12,778,020,648 1,303 9,806,616 9,806,616 9,806,616 0.177
Message size for all-reduce 570,400 20,013 944 8 28.501 21.839
Message size for broadcast 58,867,064 300 9,806,616 4 196,223.547 1,104,554.497
Message size for gather 1,496.43 0.984 38,307.094 0.062 1,520.183 7,478.003
Peak Memory Usage Resident Set Size (WmHWM) (KB) 5.,191,435.234 24 219,248.062 202,978.5 216,309.801 4,144.185
[GROUP=MAX_MARKER] Message size for broadcast 8,223,804 4 4,953,852 256 2,055,951 2,140,002.131
[GROUP=MAX_MARKER] Message size for gather 149.637 0.004 38,307.094 38,307.094 38,307.094 0
[GROUP=MAX_MARKER] mem_allocated (Current level of allocatec 39,163.581 0.047 835,489.734 835,489.734 835,489.734 0
[GROUP=MAX_MARKER] mem_allocated (Maximum level of memory 39,163.581 0.047 835,489.734 835,489.734 835,489.734 0
[GROUP=MAX_MARKER] mpit_progress_poll {CH3 RDMA progress & 3,303,001.969 0.402 8,223,534.352 8,195,271.551 8,209,402.951 14,131.4
[GROUP=MAX_MARKER] mv2_coll_allreduce_2Ivl (Number of times 2,675.004 2 1,698.004 977 1,337.502 360.502
[GROUP=MAX_ MARKER] mv2_coll_allreduce_shm_intra (Number of 2,675.004 2 1,698.004 977 1,337.502 360.502
[GROUP=MAX_MARKER] mv2_coll_allreduce_shm_rd (Number of tin 10.48 0.125 106.375 61.312 83.844 22.531
[GROUP=MAX_MARKER] mv2_coll_bcast_shmem (Number of times 2,674,992 2 1,697.992 Q77 1,337.496 360.496
[GROUP=MAX_MARKER] mv2_ibv_channel_exact_recv_count (Numk 372.814 1.629 316.027 149.215 228.874 75.115
[GROUP=MAX_MARKER] mv2_num_shmem_coll_calls (Number of tin 5,389.996 2 3,420.996 1,969 2,694.998 725.998
[GROUP=MAX_MARKER] mv2_rdmafp_exact_recv_count (Number o 27,359.951 2.539 15,048.816 6,531.043 10,775.611 3,831.531
[GROUP=MAX_MARKER] mv2_rdmafp_out_of_order_packet_count { 372.814 1.629 316.027 149.215 228.874 75.115
[GROUP=MAX_MARKER] mv2_reg_cache_hits (Number of registrat 14,479.537 1.879 9,870.988 5,554.168 7,706.365 2,125.758
[GROUP=MAX_MARKER] mv2_reg_cache_misses (Number of regist 3.562 0.117 34.219 26.566 30.393 3.826
[GROUP=MAX_MARKER] mv2_smp_eager_received (Number of SMF 15,433,665.765 1.094 14,471,985.461 13,756,999.242 14,110,780.128 340,356.783
[GROUP=MAX_MARKER] mv2_smp_eager_sent (Number of SMP byt 20,379,122.18 1.152 18,129,837.477 17,253,827.977 17,684,933.146 429,103.764
[GROUP=MAX_ MARKER] mv2_smp_read_progress_poll (CH3 SMP re 26,667,654.829 1.004 26,603,456.156 26,524,323.113 26,563,889.635 39,566.521
[GROUP=MAX_MARKER] mv2_smp_read_progress_poll_success (Ur 356,569.965 2 226,482.82 130,087.145 178,284.982 48,197.838
[GROUP=MAX_MARKER] mv2_smp_write_progress_poll (CH3 SMP w 26,667,654.525 1.004 26,603,455.855 26,524,322.809 26,563,889.332 39,566.523
[GROUP=MAX_MARKER] mv2_total_vbuf_ memory (Total amount of 39,075.459 0.062 635,728 614,686.688 625,207.344 10,520.656
[GROUP=MAX_MARKER] mv2_wvbuf_allocate_time (Average time foi 0.123 0.062 2 1.926 1.963 0.037
[GROUP=MAX_MARKER] mv2_vbuf_allocated (Number of VBUFs all¢ 2.171 0.051 42.75 42.75 42.75 0
[GROUP=MAX_ MARKER] mv2_vbuf_freed (Number of VBUFs freed) 77,020.583 1.934 49,644.5 30,021.234 39,832.867 9,811.633
[GROUP=MAX_MARKER] mv2_vbuf_inuse (Number of VBUFs inuse) 1.715 0.062 28.039 26.828 27.434 0.605
[GROUP=MAX_MARKER] mv2_vbuf_inuse_array (Number of VBUFs i 0.003 0.008 0.414 0.414 0.414 o
[GROUP=MAX_MARKER] mv2_vbuf max_use (Maximum number of V 8.418 0.172 49.906 48.113 48.979 0.788
[GROUP=MAX_MARKER] mv2_vbuf_max_use_array (Maximum numb: 65.251 0.473 138.637 137.465 138.051 0.586
[GROUP=MAX_MARKER] num_free_calls (Number of MPIT_free call: 91,890.897 1.996 58,016.719 34,054.004 46,035.361 11,981.357
[GROUP=MAX_MARKER] num_malloc_calls (Number of MPIT_malloc 97,974.531 1.996 61,368.258 36,798.004 49,083.131 12,285.127
[GROUP=MAX_MARKER] num_memalign_calls (Number of MPIT_men 119.366 0.59 208.258 196.48 202.369 5.889
[GROUP=MAX_MARKER] posted_recvq_length (length of the poste 6.916 0.695 10.934 9.188 9.947 0.836
[GROUP=MAX_MARKER] posted_recvq_match_attempts (number ¢ 1,992,098.262 2 1,263,322.938 728,775.324 996,049.131 267,273.807
[GROUP=MAX_MARKER] time_failed_matching_postedq (total time 159,308.051 2 100,101.18 59,206.871 79,654.025 20,447.154
[GROUP=MAX_MARKER] time_matching_unexpectedq (total time = 159,310.516 2 100,10Z.551 59,206.965 79,655.258 20,448,293
[GROUP=MAX_MARKER] unexpected_recvq_buffer_size (total buff 101.901 0.039 2,616.344 2,600.969 2,608.656 7.688
[GROUP=MAX_MARKER] unexpected_recvq_length (length of the u 1.186 0.398 3.066 2.887 2.977 0.09
[GROUP=MAX_MARKER] unexpected_recvq_match_attempts (num 50,195.291 1.984 32,140.996 18,459.695 25,295.265 6,721.212
[GROUP=MIN_MARKER] Message size for all-reduce 8 1 8 8 8 0
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Case Study Applications

o AmberMD s a popular moleculatynamicscode
M Focus on improving the performance of parallel MD engine
M Substantial runtimes in MPl communicatiommoutines
M MPI_Waitdominates in runtime
M MPI_IsendandMPI_Irecvdominate in # calls

@ 3DStencilis asimple synthetic stencapplication
M Performsnon-blocking pointto-point communication in grid
M Computes between communication
M Look at communicatioitomputation overlap achieved
M Large, fixedsize message used
o MInNIAMR Is aMantevomini-appfor 3D stencil computation
M Memoryboundapplication
M SignificantMP1_Waitfor small pointto-point messages {2 KB)
M SignificantMP1_Allreducefor 8-byte messages (latency sensitive
M Part of a checlsumming routine
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Experimental Setup

@ Experimentsvith AmberMD
M Stampedea 6400 nodinfinibandcluster afTACC

v Stampedeomputenode: twoXeon E526808c or e n San

Bri dgeo pr o distgeneratien InfeinXdon Bhn $E10P
KNC MIC

m All our experiments using pure MPI on the Xeon host with 16 M
processes on a node (1 per ¢gore

é MV2_ENABLE_AFFINITY turnedon
é A total of 8 nodesl(28 processes) used

@ Experiments wittiMinlAMR and3DStencill
M 12 cluster at e Ohio Staténiversity
M 2 computer node: twt4-core Intel Xeon E&2680 v4processors

M All experiments used puMPI on Intel Xeon hosts with 28 MPI
processes on a node (1 per gore
é MV2 _ENABLE_AFFINITY turned on
é 3DStencil: 16hodes 448 processes) used
é MInIAMR : 8 nodeq224 processes) used
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Hardware Offloading of Collectives

Q@ MVAPICH2 now support®ffloadingof MPI_Allreduce
to network hardware using ti&HArP protocol

v Hardware offloadings mainlybeneficialto applications
where communication Is sensitivel&dency

o Measurement

M TAU collectsstatistics about the average message size
iInvolved INnMPI_Allreduceoperation

M TAU collectsthe time spent withiMP1_Allreduceversus
the overall applicatioime

Q@ Analysis and recommendation

m If the message size Is below a certain threshold and the
percentage of total runtime spent witivii®l _Allreducels
above a certain threshololigger possible recommendation

v Set CVAR MPIR_CVAR_ENABLE_SHARP
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Hardware Offloading of Collectives (2)

o ParaProtrecommendation faminiAMR

File Options Help

@ Applicatlons Triall ield Walue
¢ 19 Standard Applications Memory Size 131737728 kB =
v (A Default App Mode Hame gpulb.cluster
3 Default Exp % Machine w86 b3
S 05 Name ILimu
A rafrof; Def.ppk (on haad.ril.cse.chio—state. adu] - o = 25 Relcasc 3 10.0-327.10. 1. el 7. xB6_&63
) . i 05 Version #1 SMF Tue Feb 16 17:03:50 UTC 2016
File Options Windows Help Starting Timestamp 1395229562990814
Matrics TIMI TAU Arct i deloull
Walie: [sxcliisive : nlig -Lag=mvapich? -pdl =Mhomeisrameshilau2ipdloolkil-3, 23 -mpi..,
dhomefsrameshy TAL INSTALLATION Bt adiibMakelile. Lau-. ..
std, Dev. e - AT ‘. Al ] 2 ._:::-tl-l_;i?.mldh
Mean | —eee——— 1 - - o] =
Max | '} oF F
Miry | —— 2
node O |  —— 1
node 1 off
node 2 ot
node 3 —— ]
node 4
node 5 e o
node § [ — e | | FADeow0 nAGATRACE =
node 7 e § ] off
node B i 1
node 9
ode 10 =l
ode 11 —— -
vl TR ! off

Yo Ccould see poalential improvemen in performance by conli,..

You could see potentiahprovement in performance by configuring MVAPICH witanablesharpand
enabling MPIR_CVAR_ENABLE_SHARP in MVAPICH version 2.3a and above

Q@ Performance improvement farinlAMR

Run # Processes Execution time
Default 224 648
SHArPenabled 224 618
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